Today, you have the golden opportunity to witness first hand an actual DARPA experiment!! Me! I am a new official "experimental employee" fully approved and mandated by Congress under section 1101 of the Strom Thurmond National Defense Authorization Act of FY 1999! In DARPA lingo, what this really means is that I am a high-risk employee but hopefully with high payoff potential. I will be happy to talk to anyone else that is willing to join this new experimental program.

I have enjoyed making the transition until now, when I have to give this speech.

As we all know, we live in a very exciting time, a time of rapid change! This is especially true for embedded computing. The question that I am here to address is "What is the Future Direction of Embedded Computing Architectures." A comment that I often hear is: "All we have to do is to monitor and insert Commercial Off the Shelf technology" (COTS).

Is it as simple as that? The short answer is no! Today I hope to provide a new perspective on the future of embedded computing architectures for next decade. I will be reviewing DARPA's current innovative embedded computing research activities, but with a major emphasis on an exciting revolutionary move towards what we refer to as polymorphous computing.

The challenge that the war fighter is facing today is very different from yesterday’s. Potential operational missions are more unpredictable, dynamic, and diverse than in the past. As a result, new multi-mission, multi-sensor, and retargetable systems are now being considered by the Department of Defense.

At the same time, military system's reliance on commercial technology is dramatically increasing. This trend is driven by Department of Defense financial considerations and the significant gains in computing performance made by the commercial computing industry.

Embedded computing now pervades everything that we own, our pagers, cell phones, computers, cars, and appliances. Embedded computing must now support a diverse set of specialized functions for a multitude of user scenarios and operating constraints.

What I mean is that a single device or computing system may be required to perform more than one function or mission, on demand, without any loss of efficiency and effectiveness. This trend to "convergence of functionality" is occurring for both military and consumer applications.

As we look at future systems, they are anything but bounded and will need to evolve with each mission and with technology advances. Translated into computer architecture terms, this means the architecture must be able to support a broad spectrum of functionality by morphing on-demand over time! At the same time, each unique mission's functionality, size, weight, energy, performance, and time requirements, must still be satisfied, and hence the term polymorphous computing.

Just what do I mean by these new types of systems? To illustrate, I have four examples.

The first example is a medium size tactical UAV application with a plug and play sensor mission strategy. This UAV’s embedded computing system is required to support a broad spectrum of diverse processing requirements and platform constraints, driven by different mission objectives and platform sensor configurations. The short-term answer is to provide unique computing hardware. The long-term challenge is to provide a common, evolvable computing architecture with no loss of efficiency.

The second application, the Army's Future Combat System, is an excellent example of a system comprised of many unique platforms. They are all operating in a collaborative environment that will need to evolve over time as a function of the mission.

Avionics, the third application - a next generation avionic system - is an excellent example of the need for low cost, common, evolvable, mission critical processing capability. Today's avionic mission computers tend to be made up of stove-piped, functionally isolated processing subsystems.

For the last application challenge, I present a classic example, the B-52. The platform life, in this case on the order of 70 years, far exceeds the functional lifecycle of the electronics. This type of aging platform, loaded with legacy electronics, represents a significant challenge to the Services from an operational readiness and life cycle cost perspective.

We all have experienced the benefits of the rapid advances made by consumer electronics in our daily lives. Likewise we have no choice but to enable the same rapid insertion of embedded computing electronics in our aging military systems. This implies that systems must be designed from day one for upgradeability of the computing hardware. We can no longer develop systems where we optimize the hardware computing system first, and then force the software application programmers to make it work, sometimes years later, after multiple requirement and vendor configuration changes. Future embedded computing architectures must be able to support a software first, hardware last development paradigm.

The next logical question is: what is preventing us from building these next generation embedded computing systems? A related question is what role should commercial industry play in our military systems? I believe that commercial technology's role in advancing new products is here to stay. Commercial computing products will have a major role in our future military systems. But, there are some very real issues. A few examples: the shrinking number of military relevant computing device types, commercial industry's focus on high volume and high profit margin markets, COTS robustness, and future computer architecture fall-out from industry's success in tracking Moore's Law.

Today, commercial industry is focused on two divergent markets: high-performance, high-power, high-reliability general-purpose computers for e-commerce and desk-top computing applications; and low-cost, low-power, high-volume specialized consumer devices such as game systems, controllers, and handheld devices.

The challenge is that future military platforms will require computing device attributes from both of these commercial markets, but in a common evolvable mission computer architecture that will scale with Moore's Law.

The common approach used by the military system integrators is to first survey the commercial industry and then perform both architecture and COTS product selections. The COTS product selections may include ASICs, FPGAs, DSPs, Power PCs, and server class products. Implicit in this system design process is tailoring and optimization of the computing architecture and COTS devices for each sensor's modes, application space, and algorithms. The system is now locked-in-time  forever in architecture, application, and mission space.

This approach works if the embedded computing subsystem is intended to perform one type of application or class of algorithms for the life of the equipment.

This assumption is no longer true, if future embedded systems will be required to efficiently traverse the application space as a function of the mission or sensor. The notion of moving from locked-in-time to unlocked-in-time architecture trade space will require future computer architects to develop systems that can morph across the architecture and application trade space.

Up till now, I have discussed embedded computing state-of-the-art issues and future system requirements.

Next let's talk about ITO's roadmap to address these future embedded computing requirements.

There are three active embedded computing programs that are addressing specific computing technology issues. Two of the three programs, Adaptive Computing Systems and Data Intensive Systems, have one more year of research remaining.

1. The Adaptive Computing Systems Program or (ACS), a TTO program, is primarily focused on providing rapid adaptation and acceleration of sensor front-end signal processing algorithms using FPGA-based computing devices and software. The ACS effort primarily addresses device level processing opportunities.

2. The Data Intensive Systems program, or (DIS), is primarily focused on providing processor in memory and adaptive memory management solutions for data starved applications. DIS is addressing the increasing performance divergence between processor and memory systems.

3. The Power Aware Computing and Communications program (PAC/C) is a five-year program that will provide a comprehensive energy management solution and technology base for a wide range of military applications. PAC/C's goal is to develop an integrated power management approach that will implement energy management at all levels, while optimizing performance, energy, and power demands against instantaneous mission requirements or "just in time power." What this really means is providing only the required performance at minimum energy, as a function of time.

This technical challenge is being addressed by developing power aware technology at all levels of a system, including components, micro- architectures, instructions, compilers, run time systems, protocols, and algorithms. As an example, this new capability provided by PAC/C is especially critical for the Land Warrior dismounted soldier relying primarily on battery-powered electronics for his real-time information. A number of integrated power management technology and application experiments are planned over the next several years.

The embedded computing programs that I have discussed so far: ACS, DIS, and PAC/C, are all focused on very specific computing technical innovations. In order to satisfy the computing requirements for the new set of emerging dynamic military missions, a major revolutionary embedded computing change must take place. This cannot be easily achieved only by exploring specific computing bottlenecks. Thus, the starting point for a new revolutionary embedded computing architecture program

The goal of this new Polymorphous Computing Architecture program is to develop a revolutionary embedded computing architecture that will support multi-mission, multi-sensor, and in-flight retargetable missions.

Payload adaptation, optimization, and verification will be reduced from years, to days, to minutes. The historic, and problematic, computing system development approach of hardware first, software last, will be replaced with software first, hardware last. This makes a lot of sense if you think about the fact that today's application software far outlives the COTS computing hardware in military systems.

Over five years, the PCA program will develop a family of novel, malleable, micro-architecture elements that will include compute cores, memory mats, data paths, network interfaces, network fabrics with malleable instructions, operating systems, and network protocols.

A polymorphic layer stable hardware and software interfaces will enable the architecture to morph as a function of the mission objectives and constraints.

The final products of this challenging research program will be proof of concept demonstrations, tool suites, run-time software, and verification and validation techniques.

The most difficult technical challenge for PCA is to develop an architecture that will morph across a wide range of application space while maintaining high performance efficiency.

Why is this important? Architecture optimization and selection can no longer be made solely at development time for the new emerging class of dynamic missions. Translated into computer architecture terms, this implies the ability to model a wide range of compute types such as structured bit operations, streaming, vector and symbolic operations without any loss of efficiency.

Today, we have specialized architectures for each compute type. One of the keys to solving this will be a micro-architecture with the ability to morph between streaming and cached memory systems. The wrong answer is a large monolithic architecture that will not scale with future CMOS technology. Today, a high performance e-commerce server is capable of performing a lot of these operations in software. The issue is at what cost? There is about a 30 to 1 volume impact of an e-commerce solution relative to an optimized heterogeneous embedded COTS solution.

These general-purpose computers enable instructions, data transfers, cache management, and external I/O to be performed only one way.

Polymorphous computing will allow the architecture to be morphed to specific needs.

At the top level, PCA concept may be viewed as three models: system description, programming, and hardware.

From an application developers point of view, user developed software may be specified in domain specific format residing on a stable application programming interface or API. The essence of PCA is the mission aware morph ware. The morph ware incorporates malleable software and hardware service elements bounded on both sides by stable software APIs and stable architecture abstraction layers. These interfaces are stable in the sense that they enable specific validated morph forms to be configured and executed based on mission level constraints. These constraints may be expressed in the form of energy, latency, performance throughput, and reliability.

Looking at the hardware level, the abstract hardware models will be comprised of a range of abstractions to support a diverse application and constraint space. The four major abstractions are compute, communication, memory, and verification. Each one must support a range of models, for example, the compute abstraction will support data streaming, vector, and multi- processor implementations.

From the software perspective, software components will now have to be expanded to incorporate additional descriptions beyond just functionality and input/output port behaviors.

Mission level constraints, quality of service, behavior, morph configurations, must now be specifiable, measurable and verifiable.

PCA will greatly benefit from the new dynamic software research presented just before me -- by Janos.

In summary, -- this exciting new program -- PCA provides: multi-mission, multi-sensor, and in-mission retargeting; rapid technology insertion; constraint management upon demand; component based validation; preservation of software investment.

PCA will forever change the way DoD develops embedded software and hardware computing systems.

Up until now, I have discussed DARPA's current research activities and an exciting new revolutionary move towards polymorphous computing for embedded computing applications.

What I have not discussed is the future of non-embedded, high performance scientific computing. It is common knowledge that most of the high performance machines in production today have incorporated research concepts that originated about ten years ago. The research pipeline for high performance scientific computing is now empty!!!

This is where YOU come into the picture.

ITO would like your ideas and suggestions on the future direction of high confidence scientific computing.

We encourage the active participation of all of you, the warfighter, defense contractor, commercial industry, and research communities in all of these endeavors. I am looking forward to working with you in the future.

Thank you for listening!

